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FINE-TUNING TASKS
BERT vs SensePOLAR on the SQuAD benchmark

SURVEY EXPERIMENT
Cond. probability of top dimensions selected by
SensePOLAR to be chosen by human annotators

INTERPRETABILITY
SensePOLAR can differentiate between senses
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Objective: Adding interpretability to pre-trained
contextual word embeddings

Problem: Words in different contexts have
different representations

We need to deal with polysemy!

Approach:
• Transformation to a new embedding space

with interpretable dimensions

• Dimensions are defined by polar opposite
word senses

1. ORACLE
Obtaining polar sense dimensions from an oracle

Here: WordNet as an oracle

2. POLAR SENSE EMBEDDINGS
• Retrieving BERT embeddings of a word in

sense-specific context examples
• Creating a sense embedding as the centroid of

all sense-specific word embeddings

3. POLAR SENSE SPACE
Each new dimension is the difference between
two polar opposite sense embeddings

4. TRANSFORMATION
Transforming any word embedding into the polar
sense space by change of basis:
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