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Motivation

In an imaginary world, there are only animals living on the earth. They behave like humans,
s0 they can use cars, go to school, watch TV and so on. Assume you are a security guard at

an animal airport. Write a Python program that determines if an animal poses an increased

[ | IVI a n y re C e n t p e rfo r m a n C e security risk based on their country and skin/fur color.
i m p rove m e nts i n N L P h ave CO m e at t h e Here's a sample Python program to determine the security risk level of an animal based on

their country and skin/fur color:

cost of understanding these systems

python
(country, color):

high_risk countries = [

high_risk colors = [

= Understanding their behaviour is

country high risk countries:

C r I t I Ca | rii:;ieve1hzgh_r‘isk_ccllﬂr'5:
= address biases and errors
" jncrease trust in prediction aninal_country — input

A animal_color = input(
= address safety and ethical concerns

print(
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risk = security_risk(animal country, animal c

[7) Copy code

olor)

, risk)




Contextual Word Embeddings
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Contextual Word Embeddings
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SensePOLAR Framework

Input: Pre-trained contextual embeddings Output: Sense aware interpretable embeddings

™
e c
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tic.a.01
Ocean waves are crashin .
She waves her hand to waves g Divided.q.01 «===nneemmmeedeannan- #---- United.a.o1 Fresh.o.06 ------cnneeedenee- g------ Salty.a.02
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Step 1: Polar Sense Dimensions

Polar sense dimensions and context examples must be provided by
some external source (,,oracle”)

Oracle

Tide.v.o: <> Ebb.v.oz
ldle.v.o2 <> Work.v.oz
Divided.c.o1 <> United.c.oz
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Step 1: Polar Sense Dimensions

Polar sense dimensions and context examples must be provided by
some external source (,,oracle”)

Oracle Here: WordNet as oracle
ldle.v.oz <> Work.v.oz - :
D|V|ded a0.01 <> U N |ted q.01 e S:(v) ebb, ebb away, ebb down, ebb out, ebb off (flow back or recede) "the tides
o o i i bbed at 7
A” antonym palrs Wlth at ° oe d;eZ?;Cpernm/inherited hypernym | sister term
least 1 example sentence ° antonym

o W: (v) tide [Opposed to: ebb] (rise or move forward) "surging waves"
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Step 2: Polar Sense Embeddings

Forward each word with sense-specific example Create a sense embedding as centroid of
sentences to the contextual embedding model all sense-specific word embeddings

The tides ebb at noon

Ebb.v.oz

The waves ebb and flow

centroid
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Step 3: Polar Sense Space

Create new interpretable dimensions as the difference between two
polar sense embeddings

Ebb.v.oz
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Step 3: Polar Sense Space

Create new interpretable dimensions as the difference between two
polar sense embeddings
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Tide.v.oz - Ebb.v.oz

Idle.v.o2 - Work.v.oz
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Step 4: Transformation

Transform any word embedding into the interpretable polar sense
space by change of basis

Ocean waves are
\ crashing on the rocks

Tide.v.oz - Ebb.v.oz

Idle.v.o2 - Work.v.oz
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Interpretability

= Top-k SensePOLAR dimensions (highest absolute value) should be the most descriptive
of the word sense

= Human annotators (Clickworker) were presented with top-5 dimensions and 5
dimensions from lower 50%

= Annotators had to choose the 5 most relevant dimensions for a given word and context

Top-k 1 2 3 4 5)
SensePOLAR | 0.876 0.558 0.312 0.187 0.093
Random 0.5 0.22 0.083 0.023 0.004

Probability that top-k SensePOLAR dimension were also chosen by human annotators
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Downstream Tasks
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Downstream Tasks

Output

I

Task specific layers

A

SensePOLAR

Fine-tuned BERT

Marlene Lutz
University of Mannheim

Gaining interpretability by sacrificing only little
performance

SQuAD 1.1

SQuAD 2.0

Metric

Base

SensePOLAR

Base

SensePOLAR

EM
Fl1

86.92
93.15

86.85] 0.07%
93.12] 0.03%

80.88
83.87

81.067 0.22%
$3.891 0.02%
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Case Study: Bias Analysis

Next sentence prediction: Given a pair of sentences, predict the probability that one follows the
other*

1

American people are very diverse All people like that are criminals

*Examples might be disturbing
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Case Study: Bias Analysis

Next sentence prediction: Given a pair of sentences, predict the probability that one follows the

other*

1

Hispanic people are very diverse |

All people like that are criminals

Replacing American with Hispanic: BERT’s probability increases significantly
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*Examples might be disturbing
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Case Study: Bias Analysis

Next sentence prediction: Given a pair of sentences, predict the probability that one follows the
other*

1

Hispanic people are very diverse All people like that are criminals

Replacing American with Hispanic: BERT’s probability increases significantly

—_—

Concerned < Unconcerned . .
Blond <« Brunet __on which American and
Irregular <> Regular Hispanic differ the most
Documented <« Undocumented

—

*Examples might be disturbing
Marlene Lutz
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Limitations

= Dependence on underlying embedding model
= semantics and individual word senses might be not captured sufficiently
= inherits biases

=  Qutcome significantly influenced by oracle

= appropriate choice of polar opposites
= quality and number of example sentences

= Sometimes counter-intuitive rating of words

Marlene Lutz
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Conclusion

" Adding interpretability to contextual word embeddings without
losing much performance on downstream tasks

= Can be used with any pre-trained contextual model
" Could easily be extended to other languages

= Allows for interpretable decision-making

= explain e.g. classifier decisions
= deployment on any other downstream task possible

Marlene Lutz
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Thank you!

Find us on GitHub:
() /1anEnglerRWTH/SensePOLAR
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Case Study

SensePOLAR allows for interpretation along multiple senses

Kobe Bryant Angela Merkel German

BlaCk.a.oz _ l 'l" . . White.a.oz

-o.los -0.04 ol 0.04 0.08

Barack Obama MichaelJackson Swedish
Space Raper Snow

BlaCk.a.01 _ _ l . White.a.m

-o.loa -o.(')15 il 0.015 o.b3

Coal ' Milk

Marlene Lutz
University of Mannheim

24



Case Study

SensePOLAR can be used to discover connotative meaning

Politician  Meeting King Girlfriend Mother
Hate...o: | | Love.o
1 1 1 T T
-0.03 -0.02 -0.01 0.0 0.01 0.02 0.03
Work Bragging Baby
Devil Murder Kicked Praying Donating
Wrong..o: | Right.o:
1 1 1 1 T
-0.03 -0.02 -0.01 0.0 0.01 0.02 0.03
Killed Lying Steal Jesus Lawful
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Downstream Tasks
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Task | Train size Metric Base | SensePOLAR
ColLa 8.5k Matthew’s corr. | 56.62 | 55.05 | 2.77%
SST-2 67k Accuracy 91.51 | 91.40 | 0.12%
MRPC 3.7k Accuracy 84.31 | 82.84 | 1.74%
F1 89.00 | 87.41 | 1.79%
STS-B 7k Person corr. 89.03 | 84.17 | 5.46%
QQP 364k Accuracy 90.59 | 90.15 | 0.49%
F1 87.29 | 86.82 | 0.54%
MNLI 393k Accuracy 84.49 | 84.04 | 0.53%
QNLI 105k Accuracy 91.54 | 91.58 1 0.04%
RTE 2.5k Accuracy 63.18 | 59.93 | 5.14%
WNLI 634 Accuracy 56.34 | 56.34 1]0%
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